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1. Introduction

Since the early '90s there has been a rapid advance in the Internet in terms of speed, connectivity and reliability. The fact that the Internet has become virtually available everywhere, coupled with the interest of vendors in capturing the market of small customers who cannot easily afford expensive enterprise software, has fueled the rise of Software as a Service (SaaS) [1]. Companies that offer SaaS manage and maintain their software centrally, and offer the software to customers via Internet. In this way, the costs for purchasing the software, including maintaining and upgrading it, are shared among several customers. At the same time, customers have realized that good backup and fault-tolerant practices have made data more secure and reliable with the SaaS offering company rather than with their own enterprise. Especially in recent years, Cloud computing has become an emerging computing paradigm [2,3]. As one of the major services provided over Cloud computing, the market for SaaS is rapidly growing. Examples of the key SaaS providers include IBM, Microsoft, Oracle, and Salesforce.com.

This paper focuses on the following application placement problem (APP), encountered in computer clustering in SaaS networks [4]. The input of APP is a set of organizations, a list of software applications desired by each organization, together with the resource requirements (demand) associated with each organization and its desired software application. A set of choices for computer clusters of different capacities (transactions/second) is also given. The goal of APP is to decide how many computer clusters (and of which capacity) to open, and which organizations to install on each of them such that the costs are minimized. Costs are incurred when a new cluster is opened and when applications are installed on a cluster. An important requirement in APP is that if an organization is assigned to a cluster, then all the applications desired by this organization should be installed on the cluster.

The APP is closely related to several classical NP-hard problems in the fields of Operations Research and Computer Science. From the field of OR, the problem is strongly related to the multiproduct capacitated facility location problem (MPCFL). In this problem, the input is a set of sites where facilities of different capacities may be opened, as well as a set of client locations, together with a list of desired products per client. The goal is to decide where to open facilities, what products to manufacture at each location and how to allocate clients to the open facilities, such that the total costs (for opening facilities, installing specific equipment for manufacturing and transportation costs) are minimized. The APP can be viewed as an MPCFL as follows: the clusters that have to be opened can be viewed as facilities, the organizations as clients and the applications as the products desired by clients. Since there are no costs for assigning organizations to clusters, the transportation costs in the corresponding MPCFL are zero. Note that since one of the requirements of APP is to assign each organization to one cluster, in the corresponding MPCFL each client should be served by only one facility. To the best of our knowledge, this variant of MPCFL has not received much attention in the OR literature. However, several papers address the variant in which a customer may be served by several facilities. Lee solved this problem via
Bender’s decomposition [5] and via a combination of Bender’s decomposition and Lagrangean relaxation [6]. Mazzola and Neebe [7] developed Lagrangean heuristics for the variant in which facilities of different types may be opened at a location. A generalization of this problem in the context of supply chain design is also studied in [8].

Another strongly related problem to APP is the generalized bin packing problem (GBPP). In this problem, a set of objects has to be assigned to a set of bins of different volumes. Costs are incurred when a bin is used. It is easy to see that the GBPP is a special case of the APP, when all the organizations require the same applications. In this case, an organization corresponds to an object in GBPP, the demand of an organization corresponds to the volume of the object and the clusters correspond to bins. Having the bin packing problem as a special case, GBPP is NP-hard. The worst-case behavior of two greedy algorithms for variants of GBPP in which the cost of unit size of each bin does not increase when the volume of the bin increases is analyzed in [9]. Both algorithms are optimal if the volumes of objects and bins are divisible; that is, for any two objects (bins), the volume of the largest is divisible by the volume of the smallest. If only the volumes of the bins are divisible, the algorithms give a solution whose value is less than \( \frac{2}{3} C(B^*) + \frac{4}{3} \), where \( C(B^*) \) is the value of the optimal solution. For the variant with non-divisible bin sizes, the solution is within \( \frac{2}{3} C(B^*) + 1 \). In [10], the authors present extensive numerical studies of several heuristics inspired from known heuristics for the classical bin packing and knapsack problems.

The Tenant Placement Problem (TPP) is also a related problem to APP. TPP concerns the placement of tenants (or organizations) on a set of available servers at minimal cost. In [12], the authors present a greedy algorithm for the online optimal placement of tenants and applications. A similar online tenant placement problem is studied in [13], which aims to maximize the total number of tenants (organizations) whose applications are installed on a set of servers of limited capacity (in their case, CPU or space). The authors propose several heuristics and compare their behavior via extensive numerical experiments. The main differences between our problem and theirs [12,13] are the following: firstly, we consider offline (initial) tenant placement, and secondly, we assume that the applications corresponding to each tenant should be installed on one server. In [14], the focus is on the problem of finding an offline and online placement of applications on a set of servers with limited capacity (CPU or network bandwidth) such that the number of installed applications is maximized (max-APP). Each application may contain several components, with known resource requirements, that can be placed on different servers. Components cannot be shared among applications, but components of the same application may be installed on different nodes. This problem can be reduced to the bin packing problem and is thus NP-complete. The authors propose 2-approximation algorithms for solving some variants of max-APP. Besides the different optimization objectives, our problem differs from the max-APP in the following ways: in max-APP (i) the capacity of a server is given, (ii) there is no cost of placing an application, and (iii) a component cannot be used by several applications, whereas in APP organizations may share the same applications.

The PMAX problem analyzes the optimal placement of organizations on servers, while taking into account the costs of the servers and penalty costs for not fulfilling the service level agreements of the organizations [19]. The load of the servers is shared among organizations. Two approximation algorithms for this problem are presented. The main difference between APP and PMAX is that in APP, we do consider not only the costs of servers, but also the costs and placement of applications. Due to the overlap in applications, the placement of applications is not trivial.

### 1.1. Contribution

We summarize the contributions of our work as follows:

- The APP is a highly relevant problem within the SaaS domain, and it combines features characteristic of several NP-hard problems (facility location and generalized bin packing problem). This makes the problem itself theoretically interesting to investigate.
- We build a formal model for solving APP and show that the problem is NP-hard. Furthermore, we propose a Tabu Search heuristic that is able to rapidly find good solutions for many problem instances.
- By conducting a set of experiments with different settings, we provide some insights on the difficulty of solving this problem, and thus indicate a starting point for further investigation of good approximations and heuristics.

### 1.2. Organization of the paper

The paper is organized as follows. Section 2 provides a formal description of the problem and studies its computational complexity. Section 3 proposes an integer linear program. Section 4 contains the description of a Tabu Search heuristic, the results of which are extensively analyzed in Section 5 via computational experiments. The final section contains concluding remarks and indicates some possible further research topics.

### 2. Formal problem description and computational complexity

#### 2.1. Formal problem description

The application placement problem (APP) can be described as follows. Let \( I \) be a set of \( m \) organizations, \( J \) a set of \( n \) clusters, and \( K \) a set of applications. For each organization \( i \in I \), a list \( K_i \subseteq K \) of applications needed and the demand \( d_k \) for each application \( k \in K \) are given. The demand of an organization for an application is defined as the resource requirement (transactions/second) associated with the organization and application. Demand usually depends on the number of users the organization has and the characteristics of the application.

Clusters have different capacities (transactions/second) \( q_l, l \in L \). We assume that the total demand of a single organization does not exceed the maximum capacity of a cluster. The cost of opening a cluster of capacity \( q_l \) is \( e_l \). The cost of installing an application \( k \) on a cluster is the same for every cluster and is equal to \( c_k \).

An allocation \( a : I \rightarrow J \) of organizations to clusters is feasible if (1) for every organization \( i \in I \), all its required applications are installed on cluster \( a(i) \); and (2) organizations are assigned only to open clusters, and the demand of all the organizations installed on a cluster does not exceed the capacity of that cluster. Otherwise an allocation is called as infeasible.

The goal in the APP is to decide on the number of clusters that have to be opened and their capacity, together with a feasible allocation of organizations to clusters such that the total costs (i.e., the costs of opening clusters and installing applications) are minimized.

#### 2.2. Computational complexity

When all organizations need the same set of applications, APP reduces to a generalized bin packing problem; it is thus NP-complete. This reduction, however, does not provide sufficient insight into the computational difficulty of the APP, since
practically it rarely occurs that all organizations require exactly the same applications. In order to understand the role played by the overlap of the lists of different organizations, we give an alternative proof for its NP-completeness based on a reduction from the graph partitioning problem (GP).

Graph partitioning [11]: Given a graph \(G = (V, E)\), weights \(w(v) \in \mathbb{Z}^+\) for each \(v \in V\) and \(l(e) \in \mathbb{Z}^+\) for each \(e \in E\), positive integers \(O\) and \(R\), is there a partition of \(V\) into disjoint sets \(V_1, V_2, \ldots, V_n\) such that \(\sum_{v \in V_i} w(v) \leq O\) for \(1 \leq i \leq n\) and such that if \(\hat{E} \subseteq E\) is the set of edges that have their two endpoints in two different sets, \(\sum_{e \in \hat{E}} l(e) \leq R\)?

We now show that the APP problem is NP-complete.

**Theorem 1.** Given the APP, the problem of deciding the existence of an assignment of \(m\) organizations to \(n\) clusters at a total cost of most \(X\) is NP-complete.

**Proof.** First we show that the problem is in NP. Given a problem instance of the APP and an integer \(X\), we can verify in polynomial time whether an allocation of organizations to clusters is feasible, and whether the total cost is smaller than \(X\). Next we prove that the APP is NP-hard by reducing from GP.

Given a GP problem with graph \(G = (V, E)\) and integers \(O\) and \(R\), we construct an APP network \(G' = (V', E')\), which has a feasible allocation of organizations \(V'\) to clusters with cost \(X\) if and only if there is a feasible partition in \(G\) such that \(\sum_{e \in \hat{E}} l(e) = R\). The construction is described as follows (see Fig. 1 for an example). For each vertex \(v \in V\) in \(G\), we create a vertex \(v' \in V'\) in \(G'\) representing an organization. For each edge \(e \in E\) between two vertices \(v_i, v_j \in V\) with weight \(l(e)\), in \(G'\) we create \(l(e)\) number of edges \(e_{k,1}, e_{k,2}, \ldots, e_{k,l(e)}\) between two organizations \(v_i' \in V'\) and \(v_j' \in V'\). Such each edge \(e'\) represents a unique application with installation cost \(l(e') = 1\). The set of required applications \(K_{v'}\) of each organization \(v_j'\) is a set of edges that connect to \(v_i'\) (i.e., \(K_{v'} = \cup_{v \in V_j} \{e \in E | e' \in E\}\)). In this way, the number of edges between \(v_i'\) and \(v_j'\) in \(G'\) specifies the number of overlapping applications between two organizations \(v_i'\) and \(v_j'\). And the total number of unique applications in the APP is the number of edges in \(G'\) (i.e., \(|E'|\)). Further, for each \(v' \in V'\), define \(w(v') = w(v)\) for \(V' \in V\) denoting the total demand \(D_{v'}\) of organization \(v'\) for its applications. In addition, let the maximal capacity of each cluster be \(O\) and the cost of opening clusters be \(O\). And finally, define \(X = |E'| + R\).

Suppose there is a feasible partition \(V_1, \ldots, V_n\) for a given GP problem with \(\sum_{v \in V} w(v) \leq O\) and \(\sum_{e \in E} l(e) \leq R\), where \(\hat{E}\) is the set of cut edges that have their two endpoints in two sets. Then in the constructed APP problem, the vertices \(V'\) are partitioned into \(n\) disjoint sets \(V_1', \ldots, V_n'\), representing in the allocation \(a\), the organizations are assigned to \(n\) clusters. Thus in \(a\), each cluster \(j\) has a set of organizations \(v' \in V_j\), and the applications installed on \(j\) are a set of edges that are connected to organizations \(v' \in V_j\). Because the partitioning of GP is feasible, we have \(\sum_{v \in V} w(v) \leq O\). This implies \(\sum_{v \in V} D_{v'} = \sum_{v \in V} w(v) \leq O\); that is, the total demand of organizations in every cluster \(V_j\) is less than its maximal capacity \(O\). The number of applications that need to be installed twice (i.e., in two different clusters) is represented by the size of the cut edges, which is equal to \(\sum_{e \in \hat{E}} l(e)\). All other applications are required by organizations belonging to the same cluster, and need therefore to be installed only once. Since there is no cost of opening clusters, the cost of allocation \(C(a)\) is simply the total number of applications that need to be installed (i.e., \(C(a) = |E'| + \sum_{e \in \hat{E}} l(e) \leq |E'| + R = X\)).

Similarly, it is not difficult to check that if there is a feasible allocation \(a\) which assigns the organizations to \(n\) disjoint clusters (where the demand of organizations in each cluster is smaller than its capacity \(O\), and total of cost \(C(a) \leq X\) in the corresponding GP problem), there exists a partitioning of \(V\) to \(n\) sets, and the total weight of the cut edges is \(\sum_{e \in \hat{E}} l(e) = C(a) - |E'| \leq X - |E'| = R\).

Therefore, APP is NP-complete. \(\square\)

Since the problem is NP-complete, there exists no polynomial time algorithm for finding an optimal solution, unless \(P = NP\). Before proposing a heuristic to solve APP, we give an Integer Programming formulation, which will be used in our computational experiments to assess the quality of the heuristic.

### 3. An integer programming formulation

The IP model of APP makes use of the binary decision variables \((x, v, z)\), which are defined as follows:

\[
x_{ij} = \begin{cases} 
1 & \text{if organization } i \text{ is assigned to cluster } j; \\
0 & \text{otherwise.}
\end{cases}
\]

\[
v_{ij} = \begin{cases} 
1 & \text{if cluster } j \text{ is opened and capacity } l \text{ has been chosen for it}; \\
0 & \text{otherwise.}
\end{cases}
\]

\[
z_{ijk} = \begin{cases} 
1 & \text{if application } k \text{ is installed on cluster } j; \\
0 & \text{otherwise.}
\end{cases}
\]

**Fig. 1.** Graphical example of the reduction from GP to APP. The optimal solution for the GP instance (with \(O = 6\) is the partition \(V_1 = \{v_3\}, V_2 = \{v_1, v_2, v_4\}\), with the minimal edge cuts \(3\). The figure on the right-hand side is the constructed APP instance, where given the cluster’s maximal capacity of \(6\), the optimal allocation is \(v_1^1\) to one cluster, and \(\{v_1, v_2, v_4\}\) to another cluster. This gives a minimal cost of \(12\).
The APP problem can be modeled as an (IP) as follows:

\[
\begin{align*}
\min & \sum_{j \in L} e_j v_j + \sum_{k \in I} \sum_{j \in L} c_k z_{kj} \\
\text{s.t.} & \sum_{j \in L} x_{kj} = 1, \quad i \in I \\
& \sum_{l \in I} d_{lk} x_{lj} \leq \sum_{j \in L} q_j v_j, \quad j \in J \\
& x_{kj} \leq z_{kj}, \quad k \in K_j, \quad i \in I, \quad j \in J \\
& \sum_{j \in L} v_j \leq 1, \quad j \in J \\
& x_{kj}, z_{kj}, v_j \in \{0, 1\}, \quad i \in I, \quad j \in J, \quad k \in K, \quad l \in L
\end{align*}
\]

The objective function (1) represents the total costs, which consist of the costs of opening clusters of a certain capacity and the costs of installing applications. Constraints (2) ensure that each organization i is assigned to exactly one cluster. Constraints (3) state that a cluster cannot serve more than the installed capacity. These also imply that one cluster should be opened if at least one organization is assigned to it. Constraints (4) ensure that if an organization i \( \in I \) is assigned to a cluster \( j \in J \), all its applications are also installed on that cluster. Finally, constraints (5) are added to the program to ensure that each cluster gets assigned only one value of the capacity.

3.1. Reducing symmetry and strengthening the LP relaxation

Solving the above IP program directly with CPLEX proved to be quite difficult for large instances. One of the causes we have identified is the symmetry of the set of feasible solutions. Since the costs of opening clusters with same capacity are equal, there are multiple feasible solutions with the same objective value, differing only in the numbering of the clusters, but not in the set of organizations assigned to the same cluster. In order to reduce symmetry, one may add symmetry-breaking constraints; see, for example, [15,16].

For APP, we first replaced constraint (2) by

\[
\sum_{j \in L} x_{kj} = 1,
\]

which imposes that each organization i is assigned to a cluster \( j \leq i \). We assumed that organizations are numbered in the decreasing order of the total costs of the applications needed. Note that this is possible due to the fact that the costs of opening a given cluster depend only on the capacity of the cluster. To reduce symmetry even further, we propose adding constraints that ensure that organization i can be assigned to cluster \( j \) only if organizations \( 1, \ldots, i-1 \) are assigned to clusters \( 1, \ldots, j-1, j \), in other words, that the vectors \( (x_{1j}, \ldots, x_{mj}) \) are lexicographically greater \((\geq)\) than \( (x_{(j+1)} \ldots, x_{m(j+1)}) \) for any cluster \( j \geq 1 \). This can be done by adding constraints of the form:

\[
\sum_{k=1}^{j-1} 2^{-k} x_{kj-1} \geq \sum_{k=1}^{j} 2^{-k} x_{kj}, \quad i \in I, \quad j \in J \backslash \{1\}.
\]

This constraint is equivalent to \( (x_{1j}, \ldots, x_{mj}) \geq (x_{(j+1)} \ldots, x_{m(j+1)}) \), as it is proven in Proposition 2 in [15].

4. Tabu search heuristic

A Tabu Search algorithm (TS) is a local search algorithm that allows non-improving moves when a local optimum is encountered, in the hope that in this way the solution will be improved. Cycling back to previously visited solutions is prevented by a list of forbidden moves, called the Tabu list [17]. A comprehensive introduction to TS can be found in [18]. This section introduces a Tabu Search heuristic for the APP. We first briefly mention some terminology.

A move from allocation \( a \) to allocation \( a' \) corresponds to the set of subsequent assignments of organizations to clusters, which leads from \( a \) to \( a' \). This paper considers two types of moves: shift and interchange moves. In a shift move, denoted by \( q_{ij}(a,a') \), an organization is reassigned to an already opened cluster or to a new cluster. If a new cluster is opened, a cost equal to \( e_i \) is incurred, depending on the chosen capacity. When an organization \( i \) is placed on a cluster that does not contain all the applications in \( K_i \), installation costs for the extra needed applications are incurred. If after the shift operation there is a cluster to which no organization is assigned, the cluster is closed. Also, if there is an application which is no longer requested by an organization, the installation costs for this cluster are correspondingly reduced. In an interchange move, denoted by \( q_{ij}(a,a') \), two organizations switch the clusters to which they are assigned. Similar to the shift move, the installation costs on the two clusters are updated accordingly after every interchange move. Note that although one interchange move could be obtained by two shift moves, in many situations, using shift moves alone in the TS may not reach same allocations as a result of interchange moves. Observe that a move can be performed even if the allocation obtained exceeds the total capacity of the available clusters.

The neighborhood of allocation \( a \), denoted by \( N(a) \), is the set of allocations that can be constructed from \( a \) by a shift or an interchange move. Since a move does not necessarily lead to a feasible allocation, a neighborhood may contain infeasible allocations.

The Tabu list maintains a set of forbidden moves, with the primary goal of preventing the algorithm from cycling. It is implemented as a first-in-first-out (FIFO) queue.

The Aspiration Criterion is a condition that helps in deciding whether a move is Tabu or not. If a move leads to an allocation that satisfies the aspiration criterion, it cannot be declared as Tabu. We use the most commonly used aspiration criterion, which consists of allowing a move if it results in a solution with a better objective value than the current best-known solution.

The search terminates by the Stopping Criterion, which is a predefined number of iterations \( T \).

We now present a Tabu Search algorithm, which proceeds through several phases that try to find a feasible solution with total costs close to the optimal value.

1. Construction phase: In this phase, an initial feasible allocation \( a_{ini} \) is constructed. We assume that the number of available clusters is sufficient; that is, it is at least equal to the number of organizations. This assumption is realistic in the context of Saas, because in practice for a software offering company, the benefit of opening an extra cluster is usually higher than the loss incurred by refusing an organization as a client. To find an initial feasible solution, we start with a number of clusters equal to total demand/max. capacity of a cluster. We assign each organization randomly to a cluster that has enough remaining capacity. If there is no cluster with sufficient capacity, we add a new cluster and reassign all organizations. We initialize the current solution \( a_{opt} \) and the so-far best solution \( a_{best} = a_{ini} \). The Tabu list \( TL \) is at this moment empty, which means that all the moves are allowed.

2. Improvement phase: The improvement phase evaluates each allocation \( a \) in \( N(a_{opt}) \) and finds the allocation with the lowest value.

2a. Calculate the value of allocations in \( N(a_{opt}) \): The value \( v(a) \) of an allocation \( a \) is defined as \( v(a) = f(a) + p(a) \), where \( f(a) \) represents the costs associated with \( a \), and \( p(a) \) is a penalty function for exceeding the maximal capacity of the cluster.

The costs \( f(a) \) for a given allocation \( a \) comprise the costs for opening the clusters in \( a(l) \) and the costs of installing all the
necessary applications. Clearly, for a cluster \( j \), the capacity required is equal to \( R(j) = \arg \min\{\sum_{i \in \mathcal{I}} (\sum_{k \in K_i} c_k + e_{R(i)}) \} \). Hence,

\[
f(a) = \sum_{j \in N} \sum_{i \in \mathcal{I}} \sum_{k \in K_i} c_k + e_{R(i)}.
\] (8)

The penalty for exceeding the maximal capacity of the cluster, \( q_{\text{max}} \), is defined as

\[
p(a) = \beta \sum_{j \in N} \left( \sum_{i \in \mathcal{I}} \sum_{k \in K_i} d_k - q_{\text{max}} \right)^+. \] (9)

where \([x]^+ = \max(0, x)\). The parameter \( \beta \) is dynamically adjusted during the search in order to explore more intensively the solutions that do not violate the constraints too much. Before calculating \( p(a) \), parameter \( \beta \) is divided by \( 1 + \theta \) if the current solution \( a^{\text{curr}} \) is feasible, and multiplied by \( 1 + \theta \) if \( a^{\text{curr}} \) is infeasible. In this way, if \( \beta \) is low, the algorithm can visit the infeasible solution, while the search is directed towards exploring feasible solutions if \( \beta \) is high. Section 5.2 investigates the effect of the parameters on the TS algorithm.

2b. Choose the best solution in the neighborhood: In this phase, the value of the current allocation \( a^{\text{curr}} \) is compared with the values of the other allocations in \( \mathcal{N}(a^{\text{curr}}) \) and the allocation with the lowest value among the allocations obtained by a move that is not in a Tabu list or by one that is Tabu but satisfies the aspiration criterion chosen. Denote by \( \delta \) the solution found by the neighborhood search.

2c. Modify the Tabu list: In this phase new moves are added to the Tabu list and old moves are deleted. The Tabu list \( TL \) has a maximal fixed size \( \alpha \). For a shift move \( \phi_i(a^{\text{curr}}, \delta) \) that assigns organization \( i \) to a cluster \( j \neq a^{\text{curr}}(i) \), the move by which \( i \) is assigned from \( j \) to \( a^{\text{curr}}(i) \) becomes Tabu and is added to \( TL \). For an interchange move \( \phi_{i,j}(a^{\text{curr}}, \delta) \) by which organizations \( i \) and \( j \) interchange clusters, both the moves that assign \( i \) to \( a^{\text{curr}}(i) \) from \( a^{\text{curr}}(j) \) and \( j \) to \( a^{\text{curr}}(i) \) from \( a^{\text{curr}}(j) \) become Tabu and are added to \( TL \). If the size of \( TL \) is larger than \( \alpha \), moves are deleted in a FIFO manner.

3. Check the stopping criteria and restart search: The iteration counter is increased by one after each iteration. If the maximum number \( T \) of iterations has not been reached, we proceed with Step 1. If the best solution \( a^{\text{best}} \) has remained unchanged in the last \( r \) iterations, it may indicate that the search algorithm is stuck in a local optimum. In this case, we restart the Tabu Search algorithm with a randomly generated, feasible initial solution and set the Tabu list empty. This allows the algorithm to explore different regions of the search space. If the maximum number of iterations has been reached, the algorithm is terminated with the current best solution \( a^{\text{best}} \) as the allocation with the lowest cost for the APP.

5. Computational experiments

This section explains how the test instances are generated, investigates the behavior of the proposed Tabu Search algorithm, and compares its results with the optimal solution obtained by solving the integer programming formulation.

All results reported in this section were obtained on a Core i5 with 1.7 GHz and 4 GB of RAM. The integer program was solved in CPLEX 12.3.0. The TS algorithm was programmed in Java 7, adapted from the OpenTS, a Java tabu search framework.1

5.1. Test instances

Since there were no prior test instances available in the literature, we have generated instances based on realistic parameters obtained from data provided by a SaaS offering company in the Netherlands.

In order to test the influence of the number of required applications and the capacity of the clusters on the solution, we considered in each instance three types of organizations: large, medium and small. Large organizations require 20–30 applications (with equal probability) and the demand for each application is uniformly distributed on [80, 100] transactions per second. Medium-sized organizations require 10–15 applications (with equal probability) and the demand per application is uniformly distributed on [50, 70] transactions per second. Finally, small organizations require 4–6 applications, with a demand per application uniformly distributed on [20, 40] transactions per second.

Further, in order to study the influence of the application overlap on the solution, the applications of each organization were selected from a set of applications, divided into common-use, large-specific, medium-specific and small-specific applications. The common-use applications can be requested regardless of the size of the organization – large, medium or small – while the specific applications can only be requested by the organization of the same type. Each application group has different installation costs which are chosen uniformly. It costs from €750 up to €1000 to install a large-specific application on a cluster, from €300 up to €500 for a medium-specific, from €50 up to €100 for a small-specific and from €50 up to €1000 for a common-use application.

We assume that the number of available clusters is equal to the number of organizations. The capacity of the clusters is chosen equal to \( q_l = \sum_{i=1}^{1000} (1 - 0.05(i - 1)) \), where \( l = 1, \ldots, 10 \) is the number of nodes installed on the cluster. In practice, it is assumed that the capacity of the cluster is concave in the number of nodes. The costs of opening a cluster of capacity \( q_l \) are set to €30,000 + 1000l.

We consider 45 organizations that require applications from a set of 45 applications. We generated 4 cases, A, B, C and D, where each case contains 10 similar generated instances with random demands. The cases differ in the distribution of the number of small, medium and large organizations (see Table 1). In addition, we generated a larger case E, which contains 60 organizations.

5.2. Evaluation of the tabu search algorithm

The purpose of this set of experiments is not to find optimal values for the parameters of the TS on the test instances, but to gauge when the TS provides desirable search behaviors. We evaluate the effect of the following components and parameters in the algorithm: (1) the random re-starting strategy; and (2) the values of \( \theta \) that determine the penalty value for exceeding the capacity of the cluster (see Eq. (9)). In addition, we evaluate how the initial solutions influence the performance of the TS algorithm.

The parameter settings were chosen as follows. We set the size \( \alpha \) of the Tabu list to 500. As the number of possible moves given an allocation is large (i.e., \( |\mathcal{I}|(|\mathcal{J}| - 1) + \frac{|\mathcal{I}|}{2} = O(|\mathcal{I}|^2) \)), where \( |\mathcal{I}| \) is the number of organizations), the size \( \alpha \) of the Tabu list should not be too small. The number \( T \) of iterations was set to 20,000, which is sufficient for us to see the search behavior of the algorithm. The initial penalty for infeasibility in the penalty function was set to \( \theta = 200 \) and was increased or decreased by a factor of \( \theta \).

We first study the effect of \( \theta \) that influences the penalty function (Eq. (9)) by decreasing the value of \( \beta \) when a solution is feasible, and by increasing it otherwise. We expect that a very small value of \( \theta \) will encourage less the search, compared to a relatively higher \( \theta \), as for a small value of \( \theta \), the algorithm barely

1 http://www.coin-or.org/Ots/
takes into account the feasibility of the current solution in deciding the search direction. On the other hand, a very high value of $\theta$ may make the search more random. To see its effect better, we ran the TS without the restarting strategy. In this set of experiments, we varied $\theta$ from 0.0005 to 5 in order to confirm our expectation. We elected to show here the results on one instance with $\theta = 0.5$ and $\theta = 0.0005$. From Fig. 2, note that a very small $\theta$ (Fig. 2a) leads the search procedure to explore rather restricted areas; consequently, it is more difficult for the TS to find improving solutions in the neighborhood. In this case, the solution quality provided by the TS could heavily depend on the initial search regions that are determined by the initial solutions. For the sake of comparison, with a higher $\theta$, like $\theta = 0.5$ (Fig. 2b), the algorithm visits more potentially promising solutions. We prefer the search behavior given by a larger $\theta$, as it is more promising with regards to finding the optimal solution. Therefore we choose the value of $\theta$ to 0.5.

To prevent the search becoming stuck in local optima, we proposed re-starting the TS algorithm with a random feasible solution if it could not find an improved solution after $\tau$ iterations. Here we investigate the effect of this restarting strategy. The algorithm should not re-start too quickly, as TS needs sufficient iterations to explore the neighborhood solutions. We tested the TS algorithm, both with restarting strategy after $\tau = 1000$ non-improving iterations and without restarting strategy, on the 10 instances of case A. The performance differences are significant. We include here two results in order to illustrate the behavior of the TS algorithm.

In Fig. 3, the solution value is plotted against the number of iterations for the instance 2 of case A. Comparison of the two graphs in the figure shows that without re-start, the proposed TS algorithm is not able to jump out of local optima (Fig. 3a). In this case, the restarting strategy works well, as it can lead the search to different solution regions, which facilitates finding an optimal solution (Fig. 3b).

Finally, we test how the initial random allocations influence the performance of the TS algorithm. In this set of experiments, the number of iterations $T = 10,000$ and we did not use the re-starting strategy. Note that as Fig. 3a suggests, if no re-starting strategy is used, 10,000 iterations are enough for the analysis of the TS algorithm. For each instance of each case, we ran the TS algorithm with randomly generated initial allocations 500 times and record the best solution found in each run. We report here the results on case A and case B. From the results, the average relative difference of performance between the mean and best solutions is 0.74% and 2.92%, for cases A and B respectively. The average relative difference of performance between the worst and best solutions is 10.4% for case A and 5.33% for case B. Furthermore, to have a better idea on the distribution of the solutions, we present the relative errors with respect to the best solutions found in 500 runs in Fig. 4, where for each case, we show the results of such differences for 10 instances together in one graph. In about 7% of the runs for cases A and B, the TS algorithm found the best solutions. For case A, the worst solutions were still within 90% of the best, while for case B, they were within 95%. The difference between the mean behavior and the worst case suggests that the restart procedure improves the quality of the solution considerably. For the restart procedure to be efficient, we suggest to choose the maximal number of iteration $T$ large, such that if a local optimum is found after a small number of iterations, the algorithm has the chance to explore neighborhoods of different initial solutions.

## 5.3. Performance of the TS algorithm

We test the performance of the IP model and the Tabu Search heuristic in terms of (1) the solution quality, and (2) the running time. We also compare them with a simple greedy and local search heuristic.

In order to confirm the benefits of the symmetry-breaking constraints given by Eq. (7) of the IP model, we first ran a set of exploratory experiments on 120 small problem instances that contain at most 18 organizations. In all the cases, the use of the symmetry-breaking constraints resulted in shorter average computational times, and all instances could be solved to optimality within half an hour using the symmetry-breaking constraints, compared to two hours running time without symmetry breaking. The smaller branch-and-bound tree explains this behavior, because duplicate nodes that correspond to identical solutions (up to a numbering of the clusters) are removed.

We now report the performance of the IP model on the cases A–E in Table 1, with a maximum running time limit of 4 h for each instance. In Table 2 we present the average relative optimality gap, the average total number of iterations and the average number of nodes in the branch-and-bound tree. The relative optimality gap is calculated as follows:

$$\text{Gap} = \frac{\text{Best IP solution} - \text{Best Lowerbound}}{\text{Best IP solution} + \text{e}^{-10}}$$

where the best IP solution value and the best lower bound are found by CPLEX.

As can be seen from the table, although the IP model was not able to solve the instances to optimality, the average relative gaps

<table>
<thead>
<tr>
<th>Case</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of organizations</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>60</td>
</tr>
<tr>
<td>Organizations (L,M,S)</td>
<td>15,15,15</td>
<td>29,8,8</td>
<td>8,29,8</td>
<td>8,8,29</td>
<td>40,10,10</td>
</tr>
</tbody>
</table>

Fig. 2. Results of TS on instance 1, case A, with different values of $\theta$. (a) $\theta = 0.0005$. (b) $\theta = 0.5$. 
are quite small for cases A, C, and D (4.38%, 4.33%, and 6.74% respectively). Case B resulted in the largest average optimality gap (16.6%). This is due to the fact that there are many more large organizations in case B, which makes the instances more difficult to solve for CPLEX.

We now compare the results of the TS algorithm with the best solution obtained within 4 h by the IP model with symmetry-breaking constraints, and a simple greedy heuristic. The basic idea of the greedy heuristic is to allocate the organizations with overlapping applications on the same cluster in order to reduce the installation costs. The heuristic starts with an empty allocation. It allocates the organization that has the highest demand on an empty cluster $j$ with the maximum capacity. Then, for cluster $j$ and each unallocated organization $k$, the heuristic calculates the total installation cost of $k$ and the organizations that have been already installed on $j$. Among the organizations which can fit on cluster $j$, the one resulting with the lowest additional installation cost on $j$ is allocated to $j$. When no organizations can be assigned anymore to $j$ without violating the capacity constraint, a new cluster with the highest capacity is opened. To fill this cluster, the allocation procedure described above is repeated. The procedure terminates when all organizations have been assigned and removes all unused capacity. A simple local search heuristic is then applied in an attempt to improve the quality of solution. This heuristic performs interchange or shift moves (as described in Section 4) until the solution does not improve anymore or a maximum of 1000 moves are performed. The performance of the greedy heuristic and of the greedy followed by the local search procedure will be discussed separately.

For the TS algorithm, we set the number of iterations to 100,000 and re-started the algorithm after 2000 iterations of non-improving solutions. The value of $\theta$ used for determining the penalty value of infeasible solutions was set to 0.5.

Table 3 contains the results of these experiments. The first two columns show the average solution values and the optimality gap obtained by CPLEX for the 10 instances of 5 different cases. The columns “Improvement (\%)” present the average improvement (in percentages) on the best IP value obtained by CPLEX by the best solution value of TS, greedy without and with local search improvement. Finally, the last column reports the running times of the TS procedure (including the eventual restarts). The running times of both greedy algorithms are less than 1 s and therefore omitted from the table.

As can be seen from the table, the TS always outperformed the IP in terms of the average values of the 10 instances for all the cases (in fact, the TS obtained a better solution than the IP for each instance). From the small optimality gaps, we can conclude that the solutions obtained by both IP and TS are not far from the
optimal allocations for cases A, C and D. For case B which contains many large organizations and hence is more difficult for the IP to find the optimal solutions, the improvement of TS over IP is relatively higher than the improvements that it made on cases A, C and D. In terms of computation time (in seconds per run), the running time for TS was less than 1 min, which is significantly less than the 4 h time limit of CPLEX. Additionally, we ran experiments on 10 instances of a new case E, which contains 60 organizations, and the numbers of large-, medium-, small- organizations are 40, 10, and 10, respectively. The last row of Table 3 demonstrates that the Tabu search heuristic outperformed the IP model in this case. Moreover, by comparing the results on cases E and B, the performance improvement of the TS over the IP becomes greater with the larger problem instance (1.42% vs 0.84%), within less than 1.5 min. As a local search algorithm, the performance (in terms of the solution quality and the running time) of the TS is expected to be more robust to the size of the problem, in comparison with the IP solver. The solutions obtained by CPLEX are always better than those obtained by the simple greedy heuristic alone. As cases C, D and E suggest, the greedy heuristic has higher errors when there are many small and medium organizations. The reason is that the greedy heuristic allocates organizations in the decreasing order of total demand, thus remaining at the end with many small organizations whose applications do not overlap. However, as column 6 suggests, the local search procedure leads to a better allocation of the small and medium allocations. Overall, in our experiments, both greedy algorithms produced good solutions within a very short running time (under 1 s).

### Table 3
Comparison of the solutions obtained by the TS algorithm, the IP model (after 4 hours), and the greedy heuristic (without and with local search improvement) for cases A-E.

<table>
<thead>
<tr>
<th>Case</th>
<th>Solution</th>
<th>IP gap (%)</th>
<th>Improvement (%)</th>
<th>Improvement (%)</th>
<th>Improvement (%)</th>
<th>Improvement (%)</th>
<th>Time of TS (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(TS vs IP)</td>
<td>(Greedy vs IP)</td>
<td>(Greedy + LS vs IP)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>39,2139.6</td>
<td>4.38</td>
<td>0.57</td>
<td>-4.93</td>
<td>-0.35</td>
<td>45.02</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>55,3625.8</td>
<td>16.6</td>
<td>0.84</td>
<td>-2.14</td>
<td>-0.43</td>
<td>56.78</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>25,2250.8</td>
<td>4.33</td>
<td>0.45</td>
<td>-4.29</td>
<td>-0.73</td>
<td>31.41</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>22,7214.1</td>
<td>6.74</td>
<td>0.42</td>
<td>-5.80</td>
<td>-2.14</td>
<td>40.77</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>40,0234.8</td>
<td>17.6</td>
<td>1.42</td>
<td>-3.22</td>
<td>-0.06</td>
<td>84.89</td>
<td></td>
</tr>
</tbody>
</table>

5.3.1. **On the structure of the clusters in the TS solutions**

As suggested by the complexity proof, the overlapping applications between organizations play an important role in finding optimal solutions for APP. Hence, this subsection analyzes in greater detail the solutions obtained in order to gain insight into the type of organizations that are placed together on a cluster and their overlap in applications. We limit our discussion to two instances of cases B and D, where case B contains many large organizations and case D contains many small organizations.

Fig. 5a and b presents the frequencies of the applications requested by multiple organizations in the generated problem instances of case B and case D, respectively. The bar charts show the number of common applications that are requested by the organizations. Recall that there are 45 unique applications and 45 organizations in both cases B and D. For an instance of case B, each unique application is jointly requested by at least 11 organizations. There are 5 applications that are required by a large number of organizations (26–30). For most of the applications, the number of overlapped organizations is between 16 and 25. Compared to case

Fig. 5. Structure of the problem instance and the best solution found by TS for instance 1 of cases B and D. (a) Frequencies of the applications with overlapped organizations (Instance 1, case B). (b) Frequencies of the applications with overlapped organizations (Instance 1, case D). (c) Number of organizations per cluster (Instance 1, case B). (d) Number of organizations per cluster (Instance 1, case D).
B, in case D, there is less of an overlap of common applications among organizations. No application is requested by more than 20 organizations, and 40 applications are commonly required by between 6 and 15 organizations. The different levels of overlap present in the instances hint at the difficulty of finding good solutions for different instances. This explains why the instances of case B are the most difficult case to solve in the experiments.

Fig. 5c and d shows that in the obtained solutions, the total number of organizations per cluster and their types. In case B, the best solution opens 10 clusters, while in case D, 4 clusters were used. For both instances, the maximum capacity per cluster is installed due to the high cost of opening an extra cluster. As a consequence, the number of opened clusters is minimized and installed due to the high cost of opening an extra cluster. As a result, the number of opened clusters is minimized and installed due to the high cost of opening an extra cluster.

5.4. Summary of the results

This subsection summarizes the results of our findings with respect to the proposed IP and Tabu Search algorithm.

- The results show that by adding symmetry-breaking constraints, a reasonable size of APP instances with 45 organizations can be solved to close to optimality with the help of an IP solver.
- The proposed penalty function and the random re-start strategy in the Tabu Search algorithm have proven their usefulness for solving a hard problem like APP. The proposed TS improved within 1.5 min the solutions given by IP at the end of 4 h.
- The proposed greedy heuristic with the local search procedure returns good solutions. The advantages of the greedy heuristic are its short computation time and its simplicity (i.e., compared to the TS, no need to set parameters). Therefore, the greedy heuristic provides a good alternative to the TS when short computation time is required.
- The results show that the difficulty of finding an optimal solution for IP depends on (1) the problem instance, and (2) the size of the problem. More specifically, the higher the number of large organizations in a problem instance and the larger the problem instance, the more difficulty for the IP to solve, and hence the lower the solution quality for cases B and E. In comparison, the performance of the TS is more robust with respect to the problem instance and the size of the problem. Based on these results, the IP is not recommended to compute the optimal placement for large problem instances, especially when the number of large organizations is high. The TS heuristic is able to return better solutions within a much shorter running time in all instances that we tested.

6. Conclusion

This paper has addressed the problem of placing applications on computer clusters at minimal cost. This problem is highly relevant in the design of a Software as a Service network. We proved that the problem is NP-hard, by establishing relationships with the bin-packing and graph-partitioning problems. Subsequently, we proposed a Tabu Search algorithm for finding good feasible solutions. We designed a set of problem cases and conducted extensive experiments to test the solution quality and the running time of the TS algorithm. The experimental results show that the proposed Tabu Search heuristic is able to return good solutions within a short running time.

We developed heuristics for solving APP in computer clusters. A related question is whether approximation algorithms exist that can guarantee a performance bound like some special cases in the application placement problem [14]. This is not trivial, since as we discussed in Section 1, the APP has characteristics of several NP-hard problems.

Another interesting future work might involve investigating APP in game theoretical settings. From the application provider’s point of view, for instance, one could be interested in how the total cost should be shared among organizations such that it is fair and in the core.
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